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Abstract

This study employs three oversampling techniques, SMOTE, ADASYN, and BorderlineSMOTE, to solve the
class imbalance in the Fetal Cardiotocography (CTG) dataset. After balancing minority classes in the (CTG)
dataset, we employ two variations of Generative Adversarial Networks (GANs), including CGAN and CTGAN,
to generate tabular synthetic data. Moreover, for the purpose of performance evaluation, we use XGBoost and

SVM classifiers. This research sheds light on the potential of oversampling techniques and GANs to mitigate
class imbalances and solve the lack of enough data.
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Our previous study (Ahmed et al., 2024) explored synthetic data generation using various GAN models,
yielding promising results. The current study integrates GAN models with traditional oversampling
techniques. Initially, we applied oversampling methods such as SMOTE, Borderline SMOTE, and ADASYN
to balance the dataset. After that, we used the balanced dataset as input for GAN models (CGAN, CTGAN) to

generate synthetic data.

Experimental Results

We evaluated the performance of two classifiers, SVM and XGBoost, on original, oversampled, and balanced

datasets. The experimental results showed that data balancing methods significantly enhance classiher

performance. The combination of SMOTE and CGAN or CTGAN achieved perfect scores with XGBoost.

Experimental Results
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